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Appendix C. Source and Reliability of Estimates

SOURCE OF DATA

The data were collected during the third wave of the 1984
panel of the Survey of Income and Program Participation
(SIPP). The SIPP universe is the noninstitutionalized resident
population of persons 15 years and older living in the United
States.! However, information collected from persons living
in group quarters is not included in this report.

The 1984 panel SIPP sample is located in 174 areas com-
prising 450 counties (including one partial county) and in-
dependent cities. Within these areas, the bulk of the sample
consisted of clusters of 2 to 4 living quarters (LQ’s),
systematically selected from lists of addresses prepared for
the 1970 decennial census. The sample was updated to reflect
new construction.

Approximately 26,000 living quarters were designated for
the sample. For Wave 1, interviews were obtained from the
occupants of about 19,900 of the designated living quarters.
Most of the remaining 6,100 living quarters were found to be
vacant, demolished, converted to nonresidential use, or other-
wise ineligible for the survey. However, approximately 1,000
of the 6,100 living quarters were not interviewed because the
occupants refused to be interviewed, could not be found at
home, were temporarily absent, or were otherwise unavailable.
Thus, occupants of about 95 percent of all eligible living
quarters participated in Wave 1 of the survey.

For the subsequent waves, only original sample persons
(those interviewed in the first wave) and persons living with
them were eligible to be interviewed. With certain restrictions,
original sample persons were to be followed even if they
moved to a new address. All noninterviewed households from
Wave 1 were automatically designated as noninterviews for
all subsequent waves. When original sample persons moved
without leaving forwarding addresses or moved to extremely
remote parts of the country, additional noninterviews resulted.

Noninterviews. Tabulations in this report were drawn from in-
terviews conducted from May through August 1984. Table C-1
summarizes information on nonresponse for the interview
months in which the data used to produce this report were
collected.

'The noninstitutionalized resident population includes persons living in
group quarters, such as dormitories, rooming houses, and religious group
dwellings. Crew members of merchant vessels, Armed Forces personnel
living in military barracks, and institutionalized persons, such as correc-
tional facility inmates and nursing home residents, were not eligible to
be in the survey. Also, United States citizens residing abroad were not
eligible to be in the survey. With these qualifications, persons who were
at least 15 years of age at the time of interview were eligible to be
interviewed.

Some respondents do not respond to some of the questions.
Therefore, the overall nonresponse rate for some items such
as income and other money related items is higher than the
nonresponse rates in table C-1.

Estimation. The estimation procedure used to derive SIPP per-
son weights involved several stages of weight adjustments.
In the first wave, each person received a base weight equal
to the inverse of his/her probability of selection. For each
subsequent interview, each person received a base weight that
accounted for following movers.

A noninterview adjustment factor was applied to the weight
of every occupant of interviewed households to account for
households which were eligible for the sample but were not
interviewed. (Individual nonresponse within partially inter-
viewed households was treated with imputation. No special
adjustment was made for noninterviews in group quarters.)
A factor was applied to each interviewed person’s weight to
account for the SIPP sample areas not having the same
population distribution as the strata from which they were
selected.

An additional stage of adjustment to persons’ weights was
performed to bring the sample estimates into agreement with
independent monthly estimates of the civilian (and some
military) noninstitutional population of the United States by
age, race, and sex. These independent estimates were based
on statistics from the 1980 Census of Population; statistics
on births, deaths, immigration, and emigration; and statistics
on the strength of the Armed Forces. To increase accuracy,
weights were further adjusted in such a manner that SIPP
sample estimates would closely agree with special Current
Population Survey (CPS) estimates by type of householder
(married, single with relatives or single without relatives by
sex and race) and relationship to householder (spouse or
other).? The estimation procedure for the data in the report
also involved an adjustment so that the husband and wife of
a household received the same weight.

RELIABILITY OF ESTIMATES

SIPP estimates in this report are based on a sample; they
may differ somewhat from the figures that would have been
obtained if a complete census had been taken using the same
questionnaire, instructions, and enumerators. There are two

?These special CPS estimates are slightly different from the published
monthly CPS estimates. The differences arise from forcing counts of
husbands to agree with counts of wives.
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types of errors possible in an estimate based on a sample
survey: nonsampling and sampling. We are able to provide
estimates of the magnitude of SIPP sampling error, but this
is not true of nonsampling error. Found below are descriptions
of sources of SIPP nonsampling error, followed by a discus-
sion of sampling error, its estimation, and its use in data
analysis.

Nonsampling variability. Nonsampling errors can be attributed
to many sources, e.g., inability to obtain information about all
cases in the sample, definitional difficulties, differences in the
interpretation of questions, inability or unwillingness on the
part of the respondents to provide correct information, inability
to recall information, errors made in collection such as in recor-
ding or coding the data, errors made in processing the data,
errors made in estimating values for missing data, biases
resulting from the differing recall periods caused by the rota-
tion pattern and failure to represent all units within the
universe (undercoverage). Quality control and edit procedures
were used to reduce errors made by respondents, coders and
interviewers.

Undercoverage in SIPP results from missed living quarters
and missed persons within sample households. It is known
that undercoverage varies with age, race, and sex. Generally,
undercoverage is larger for males than for females and larger
for blacks than for nonblacks. Ratio estimation to indepen-
dent age-race-sex population controls partially corrects for the
bias due to survey undercoverage. However, biases exist in
the estimates to the extent that persons in missed households
or missed persons in interviewed households have different
characteristics than the interviewed persons in the same age-
race-sex group. Further, the independent population controls
used have not been adjusted for undercoverage in the decen-
nial census.

The Bureau has used complex techniques to adjust the
weights for nonresponse, but the success of these techniques
in avoiding bias is unknown.

Comparability with other statistics. Caution should be
exercised when comparing data from this report with data
from earlier SIPP publications or with data from other surveys.
The comparability problems are caused by the seasonal
patterns for many characteristics and by different nonsampling
errors.

Sampling variability. Standard errors indicate the magnitude
of the sampling error. They also partially measure the effect
of some nonsampling errors in response and enumeration, but
do not measure any systematic biases in the data. The stand-
ard errors for the most part measure the variations that
occurred by chance because a sample rather than the entire
population was surveyed.

The sample estimate and its standard error enable one to
construct confidence intervals, ranges that would include the
average result of all possible samples with a known probability.
For example, if all possible samples were selected, each of
these being surveyed under essentially the same conditions

and using the same sample design, and if an estimate and
its standard error were calculated from each sample, then:

1. Approximately 68 percent of the intervals from one stand-
ard error below the estimate to one standard error above
the estimate would include the average result of all possi-
ble samples.

2. Approximately 90 percent of the intervals from 1.6 stand-
ard errors below the estimate to 1.6 standard errors above
the estimate would include the average result of all possi-
ble samples.

3. Approximately 95 percent of the intervals from two stand-
ard errors below the estimate to two standard errors above
the estimate would include the average result of all possi-
ble samples.

The average estimate derived from all possible samples is
or is not contained in any particular computed interval.
However, for a particular sample, one can say with a specified
confidence that the average estimate derived from all possi-
ble samples is included in the confidence interval.

Standard errors may also be used for hypothesis testing,
a procedure for distinguishing between population parameters
using sample estimates. The most common types of
hypotheses tested are 1) the population parameters are iden-
tical versus 2) they are different. Tests may be performed at
various levels of significance, where a level of significance is
the probability of concluding that the parameters are different
when, in fact, they are identical.

All statements of comparison in the report have passed a
hypothesis test at the 0.10 level of significance or better, and
most have passed a hypothesis test at the 0.05 level of
significance or better. This means that, for most differences
cited in the report, the estimated absolute difference between
parameters is greater than twice the standard error of the dif-
ference. If other differences have been mentioned, the
estimated absolute difference between parameters is between
1.6 and 2.0 times the standard error of the difference. In such
a case, the statement of comparison is qualified in some way
(eg., by use of the phrase “some evidence”).

Note when using small estimates. Summary measures (such
as percent distributions) are shown in the report only when
the base is 200,000 or greater. Because of the large standard

Table C-1. Sample Size, by Month and Interview

Status

Non- Non-

Month Inter- inter- response
Eligible viewed viewed rate (%)

May 1984.cecececsee 5400 4900 500 10*
June 1984..cecenee 5500 4800 700 13
July 1984.ccc0ceee 5400 4700 700 13
August 1984...000. 5500 4700 700 14

Note: Due to rounding of all numbers at 100, there are
some inconsistencies. The percentage was calculated using
unrounded numbers.
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Table C-2. Standard Errors of Estimated Numbers
of Persons

(Numbers in thousands)

Size of Standard Size of Standard

estimate error estimate error
200cececcccssscssee 63 |30,000cc0c0000ees 721

77 |50,0000cce000cces 883

600ceeescescecncnns 109 |80,00ccccccecccss 1,020
1,000ccc0ceens cecas 141 |100,000¢c0eees cee 1,062
2,00000c000e cecssese 199 | 130,000¢ccccceccs 1,062
5,000 ccccecconcccs 312 |135,0000c00000ees 1,055
8,000cc00cc0ccccccs 392 |150,000ccccccecse 1,021
11,000¢0cc0esecoeee 457 |160,000¢c00ccccns 987
13,000¢0c0c0eee e 494 |180,000c000cccccs 886
15,000¢000c00cees .o 528 |200,00000ccccecece 725
17,000¢00000eees cese 560 |210,000ccccecccss 609
22,000ccc000000ncse 629 1220,000¢c0000csse 446
26,000ccccecccccccs 678

errors involved, there is little chance that summary measures
would reveal useful information when computed on a smaller
base. Estimated numbers are shown, however, even though
the relative standard errors of these numbers are larger than
those for the corresponding percentages. These smaller
estimates are provided primarily to permit such combinations
of the categories as serve each user’s needs. Also, care must
be taken in the interpretation of small differences. For instance,
in case of a borderline difference, even a small amount of non-
sampling error can lead to a wrong decision about the
hypotheses, thus distorting a seemingly valid hypothesis test.

Standard error parameters and tables and their use. To derive
standard errors that would be applicable to a wide variety of
statistics and could be prepared at a moderate cost, a number
of approximations were required. Most of the SIPP statistics
have greater variance than those obtained through a simple
random sample of the same size because clusters of living
quarters are sampled for SIPP. Two parameters (denoted “a”
and “b”’) were developed to calculate variances for each type
of characteristic.

The “a” and “b”’ parameters vary by subgroup. Table C-4
provides “a” and “’b" parameters for characteristics of interest
in this report. The ‘@’ and ““b"” parameters may be used to
directly calculate the standard error for estimated numbers

and percentages. Because the actual variance behavior was
not identical for all statistics within a group, the standard errors
computed from parameters provide an indication of the order
of magnitude of the standard error for any specific statistic.

For those users who wish further simplification, we have
also provided general standard errors in tables C-2 and C-3.
Note that these standard errors must be adjusted by an “f’
factor from table C-4. The general standard errors presented
in tables C-2 and C-3 are less accurate. Methods for using
these parameters and tables for computation of standard
errors are given in the following sections.

Standard errors of estimated numbers. The approximate
standard error, s,, of an estimated number of persons shown
in this report can be obtained in two ways.

It may be obtained by use of the formula
sy =fs (1)

where f is the appropriate “‘f"’ factor from table C-4, and s
is the standard error on the estimate obtained by interpola-
tion from table C-2. Alternatively, s, may be approximated
by the formula

sy =V ax? + bx (2)

from which the standard errors in table C-2 were calculated.
Use of this formula will provide more accurate results than
the use of formula 1 above. Here x is the size of the estimate
and “a”’ and b’ are the parameters associated with the par-
ticular type of characteristic being estimated.

lllustration. SIPP estimates from text table A of this report
show that there were 12,802,000 persons 15 years and older
who experienced difficulty in seeing words and letters. The
appropriate “a’” and “’b” parameters and f-factor from table
C-4 and the appropriate general standard error from table C-2
are

a = -.0000028, b = 8,031, f = 0.64, s = 490,000

Table C-3. Standard Errors of Estimated Percentages of Persons

Base of estimated percentage
(Thousands) >1 or <99 2 or 98 5 or 95 10 or 90 25 or 75 50
3.1 4.4 6.9 9.5 13.7 15.8
2.6 3.6 5.6 7.7 11.2 12.9
1.8 2.6 4.0 5.5 7.9 9.1
1.4 2.0 3.1 4.2 6.1 7.1
2,000cscececcssccccscscccssnanes 1.0 1.4 2.2 3.0 4.3 5.0
5,000cccceesccccccses cececcsnses 0.6 0.9 1.4 1.9 2.7 3.2
0.5 0.7 1.1 1.5 2.2 2.5
0.4 0.6 0.9 1.3 1.8 2.1
0.4 0.5 0.8 1.2 1.7 2.0
0.34 0.5 0.7 1.0 1.5 1.7
0.29 0.4 0.7 0.9 1.3 1.5
0.28 0.4 0.6 0.8 1.2 1.4
0.26 0.4 0.6 0.8 1.1 1.3
0.20 0.3 0.4 0.6 0.9 1.0
0.16 0.2 0.3 0.5 0.7 0.8
0.14 0.2 0.3 0.4 0.6 0.7
130,000¢ccececcecacnase eevesesne 0.12 0.17 0.3 0.4 0.5 0.6
220,000c0cceccscoccscccscsacases 0.10 0.13 0.2 0.3 0.4 0.5




46

Table C-4. Generalized Variance Parameters for
SIPP Estimates

f
a b factor
PERSONS
Total or White
16+ program participation
and bemefits (2):
Both sexeS.ceeececeeescess | =0.0000943 16,059 0.90
Maleeeeoonsnnas eveccssssss| —0.0001984 16,059 0.90
Female.eeesiveoeeaensnanae | =0.0001796 16,059 0.90
16+ 1acome aad labor
force (4):
Both seXeSeceeeeesessnsnas | =0.0000321 5,475 0.52
Malecsseeeecaseecesensnnas | =0.0000677 5,475 0.52
Female.oeeeeeeeseoceessans | =0.0000612 5,475 0.52
Health and disability (3)...| -0.0000028 8,031 0.64
All others (5):
Both SeXeSeeeeesessssosaes | —0.0000864 19,911 1.00
Malesieiseeecennennennaess | =0.0001786 19,911 1.00
Female.oieeecececeenneasss | =0.0001672 19,911 1.00
Black (1)
Both sexeS.eeseessen eseses | =0.0002670 7,366 0.61
“Male..eeecnnnn cesenee eeses | =0.0005737 7,366 0.61
Female.oeeeoenn TR eeee | =0.0004933 7,366 0.61

Note: For cross-tabulations, use the parameters of the
characteristic with the smaller number within the
parentheses.

Using formula 1, the approximate standard error is

sy = 0.64 x 490,000 = 314,000

Using formula 2, the approximate standard error is

¥/(-0000028) (12,802,000) + (8,031)(12,802,000) = 320,000

Based on the standard error from formula 2, the 95-percent
confidence interval as shown by the data is from 12,162,000
to 13,442,000. Therefore, a conclusion that the average
estimate derived from all possible samples lies within a range
computed in this way would be correct for roughly 95 per-
cent of all samples.

Standard errors of estimated percentages. The reliability of
an estimated percentage, computed using sample data for
both numerator and denominator, depends upon both the size
of the percentage and the size of the total upon which the
percentage is based. When the numerator and denominator
of the percentage have different parameters, use the
parameter (and appropriate factor) of the numerator. If pro-
portions are presented instead of percentages, note that the
standard error of a proportion is equal to the quotient of the
standard error of the corresponding percentage and 100.

For the percentage of persons, the approximate standard
error, sy, of the estimated percentage p can be obtained by
the formula

sp="s (3)

In this formula, f is the appropriate “f* factor from table
C-4 and s is the standard error on the estimate from table C-3.
Alternatively, it may be approximated by the formula

b
Sp =/ x P (100-p) (4)

from which the standard errors in table C-3 were calculated.
Use of this formula will give more accurate results than use
of formula 3 above. Here x is the size of the subclass of per-
sons which is the base of the percentage, p is the percen-
tage (0€p <100), and b is the parameter associated with the
characteristic in the numerator.

lllustration. Text table A shows that an estimated 7.1% of
all persons 15 years and older had difficulty seeing words and
letters. Using formula 6 with the “f” factor from table C-4
and the appropriate standard error from table C-3, the approx-
imate standard error is

sp = 0.64 x 0.2% = 0.13%

Using formula 4 with the “b"” parameter from table C-4, the
approximate standard error is

/ 8,031
S = ———————
P 180,987,000

Consequently, the 95-percent confidence interval using the
standard error from formula 4 is from 6.8% to 7.4% as shown
by the data.

7.1%(100%-7.1%) = 0.17%

Standard error of a difference. The standard error of a
difference between two sample estimates is approximately

equal to
Sixyv) =S TS (5)

where s, and sy are the standard errors of the estimates x
and vy.

The estimates can be numbers, percents, ratios, etc. The
above formula assumes that the sample correlation coeffi-
cient, r, between the two estimates is zero. If ris really positive
(negative), then this assumption will lead to overestimates
(underestimates) of the true standard error.

lllustration. Again using text table A, 2.4% of persons 15 to
64 years of age had a problem hearing normal conversation,
while for those 65 and over the figure was 15.2%. The stand-
ard errors for these percentages are computed using formula
4, to be 0.11% and 0.62% respectively.

Assuming that these two estimates are not correlated, the
standard error of the estimated difference of 12.8 percentage
points is

Siy) = V(0.1%)2 + (0.62%)2 = 0.63%

The 95-percent confidence interval on the difference is from
11.5 to 14.1 percentage points. Since this interval does not
contain zero, we conclude that the difference is significant
at the 5-percent level.




